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Call for regulating foundation models (ai-statement.com)

https://www.ai-statement.com/


The story of the EU AI Act 

The story of the EU AI-Act

• April 2018: The European Strategy for Artificial Intelligence, 

• April 2019 The Ethics Guidelines for Trustworthy AI, published by the High-Level Expert 

Group on Artificial Intelligence (HLEG AI), 

• February 2020: The White Paper on Artificial Intelligence: focus on high-risk AI 

applications 

• November 2020 The Report on Liability for Artificial Intelligence and other emerging 

digital technologies, published by the Expert Group on Liability and New Technologies 

(ELG),

• April 2021: The Proposal for a Regulation laying down harmonized rules on artificial 

intelligence (Artificial Intelligence Act), published by the European Commission.;

priority access to AI regulatory sandboxes for SMEs

• Sep. 2022 Proposal for an AI liability directive

• Dec 2022 General approach of the Council on AI Act

• Jun 2023 European Parliament's negotiating position on AI Act

• End of 2023*: Adoption EU AI Act

• 2024 –2026*: Grace period of 2 years*, Law enforcement after the grace period

*probably



Horizontal vs vertical dimensions of the EU AI Act 

EU AI ACT 

GDPR

Existing industry-specific regulations 



• Permissible in compliance with AI requirements and ex-ante conformity assessment in accordance 

with Art. 6 & ff.

• Examples: Immigration, Law, Recruitment, Medical Devices, Credit Score

• Admissible, but subject to information/transparency obligations under Art. 52

• Examples: chatbots, emotion recognition systems

• Code of conduct according to Art. 69 

• Examples: spam filters, video games

• Prohibited under Art. 5

• Examples: Social Scoring, Face Recognition, Dark Pattern AI, Manipulation

Risk-based approach: Risk classes in the EU AI Act

Foundation 

Models / GPAI ?
Minimal or no risk

Limited risk

High risk

Unacceptable 
Risk
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Implementation of risk classification and derivation of measures

• Risk management system

• Data & AI Governance

• Technical Documentation

• Monitoring / feedback by human 

authority
• Audit trail for operations

• Transparent information and 

communication

• CE - Conformity Assessment

• [...]

Banned in the EU

Permitted in compliance with 
AI requirements and 

conformity assessment

Admissible, but subject to 
information/transparency

Strictly permissible Code of 
Conduct 

pursuant to Art. 69

High risk?

Limited risk?

Foundational models  

GPAI with separate 

obligations!

Unacceptable risk?

Is on the list of high-risk applications, e.g.: 
"Credit scoring"
(Annex III, EU AI Act)?

Are some of the applications part of the list of 
limited risks (Title IV (Article 52)), e.g. emotion 
recognition?

z.B. SpamfilterMinimales Risiko?

Are some of the applications on the list for 
unacceptable risks, e.g.: "unwanted 
manipulation of human behavior"?
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Conformity (self-) assessment



How might conformity (self-)assessment look like – approaches towards standards?
Anpassungen für foundational models?

Viele 

horizontale 

und noch 

mehr vertikale 

Ansätze



How might conformity (self-)assessment look like – approaches towards standards?

Sebastian Hallensleben



Documentation of data and data sources

Values are defined

Criteria are defined

Indicators are described

Observables



Example on data quality: supply chain requirements



Generative AI - RLHF
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A Survey of Large Language Models, Wayne Xin Zhao et al., 2303.18223.pdf (arxiv.org)

https://arxiv.org/pdf/2303.18223.pdf


Annotation/ reward model task are tedious and work intense- Click workers 
and crowd production of training / Human Feedback data

Annotations



The conflict of supply chain requirements 

Access to high quality 

data

According to the EU AI Act Proposal June 2023 Amendment 78-Recital 44: “Access to data of high quality plays a vital role in providing 

structure and in ensuring the performance of many AI systems, especially when techniques involving the training of models are used, with a 

view to ensure that the high-risk AI system performs as intended and safely and it does not become a source of discrimination prohibited by 

Union law. High quality training, validation and testing data sets require the implementation of appropriate data governance and

management practices. Training, and where applicable, validation and testing data sets, including the labels, should be sufficiently relevant, 

representative, appropriately vetted for errors and as complete as possible in view of the intended purpose of the system. “

Supply Chain 

Requirements



Who belongs to the AI supply chain? 

The EU AI Act Proposal June 2023 has commented on the supply chain 

of AI systems

Article 24 Obligations of product manufacturers

Article 25 Authorised representatives

Article 26 Obligations of importers

Article 27 Obligations of distributors

Article 28 Obligations of distributors, importers, users or any other third-

party

Following ISO/IEC 22989, 12 distinct stakeholder roles, divided into six 

categories are involved in AI supply chain including

AI provider, AI producer, AI customer, AI partner, AI subject

Other relevant authorities.





Data sheets / Models cards for foundational models as documentation interface 
to describe purpose and performance bounds, quality issues

• The model card should describe:

• the model

• Its intended uses & potential limitations, including biases and 

ethical considerations as detailed in Mitchell, 2018, in our 

example traffic sign detection

• the training params and experimental info (you can embed or 

link to an experiment tracking platform for reference)

• Which datasets were used to train your model

• Quality aspects on the data generation process (e.g. on 

labeling/click working)

• Your evaluation results

• Versioning requirements apply as well in production 

environments

Traffic sign 

detection –

model  card



Qualitätssicherung und 
“Bias” Minimierung
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https://cdn.openai.com/papers/gpt-4.pdf

Was macht OpenAI zur Qualitätssicherung?
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https://cdn.openai.com/papers/gpt-4.pdf

Was macht OpenAI zur Qualitätssicherung?
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DALL·E 2 pre-training mitigations (openai.com)

Was macht OpenAI zur Qualitätssicherung?

https://openai.com/research/dall-e-2-pre-training-mitigations
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Was macht OpenAI zur Qualitätssicherung?

• (Noch) mehr menschliches Feedback (RLHF)

• Zusammenarbeit mit über 50 Experten-innen für KI-Sicherheit

• Open-Source Framework für automatische Bewertung
https://cdn.openai.com/papers/gpt-4.pdf

Datenannotationen sind optimiert auf Wahrnehmung in der 
amerikanischen Öffentlichkeit



30.10.2023 24

2309.03876.pdf (arxiv.org)

Einige Studien zu Bias im Sinne von “Werten”

https://arxiv.org/pdf/2309.03876.pdf
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Data collection pipeline and data composition



Generative AI – Datengrundlage und Optimierung entscheidend für 
Verhalten
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A Survey of Large Language Models, Wayne Xin Zhao et al., 2303.18223.pdf (arxiv.org)

https://arxiv.org/pdf/2303.18223.pdf


Generative AI – Collecting datasets
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A Survey of Large Language Models, Wayne Xin Zhao et al., 2303.18223.pdf (arxiv.org)

https://arxiv.org/pdf/2303.18223.pdf


Generative AI - Data
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A Survey of Large Language Models, Wayne Xin Zhao et al., 2303.18223.pdf (arxiv.org)

https://arxiv.org/pdf/2303.18223.pdf


Quality assurance in industrial settings in era of 
foundational or "base models"
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www.linkedin.com/in/emmanuel-kahembwe                emmanuel.kahembwe@vde.com

New engineering challenges
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New engineering challenges

30.10.2023

Development
Design, data and model planning
Data quality tools
Quality assured (test/fine-tuning) 
data sets
Choice of foundational model/apis
Properties-by-design
Meta-data descriptions (“Data sheets”)
Fallback-mechanism (“human in the 
loop”)

Verify
Verification and validation
Simulation Frameworks

Deployment
Regression tests

Qualified data for regression tests
Intelligent regression tests

(e.g. other foundational models)
Integration to larger systems

Monitoring
Operation, analysis and 

monitoring
Reference data sets

Data drift detection techniques

AI System
Life cycle

Aktuelle 

Beschäftigung
ERP-Berater seit 1,5 

Jahren, berufsbegleitendes
Abendstudium

Reisen, neue Kulturen kenne

n lernen, kochen, Familie un
d Freunde wichtiger als Karri

ere

“I want to 
increase 

productivity”

AI Engineer

Adi (35)

Freetime

In my free time I am active in my gym and 
have made friends there. On the weekends 
I like to go on city trips and enjoy longer 
trips. especially since I moved to Germany 
for my Phd degree!

Current occupation AI Engineer, 3 years

Education M.Sc.: Computer Science 
Frankfurt, Phd student

Current Location Frankfurt

Freetime

Background



Example: Operational domain in the era of foundational models



Data quality for perception tasks in operations using
foundational/pre-trained models
In production environments

Quality in terms of robustness means, that the integrated AI module does not 
produce errors at high rate and fallback mechanisms are in place.



Data quality for perception tasks in operations using
foundational/pre-trained models



Pre-development (and thus pre-purpose) ratings 
possible?



Rating and Evaluation foundational models is hard.

fmti.pdf (stanford.edu)

https://crfm.stanford.edu/fmti/fmti.pdf


Modell * Fakten Korrektheit* Robustheit*

GPT 4

Luminous

Claude 

Falcon

4130.10.2023

Public Qualityboard für den europäischen Wirtschaftsraum

*Beispielhafte Darstellung

Testsuite + Daten
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